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Claim

These are the (maybe) controversial points.
Indistinguishability-based security definition [CGKO06] (in a general form).

\[
\text{Init}(DB^0, DB^1) \\
\text{if } \mathcal{L}^{\text{Stp}}(DB^0) \neq \mathcal{L}^{\text{Stp}}(DB^1) \\
\text{Abort game} \\
b \xleftarrow{\$} \{0, 1\} \\
(EDB, K_\Sigma, \sigma) \xleftarrow{\$} \text{Setup}(DB^b) \\
\text{return } EDB \\
\text{Final}(b') \\
\text{return } b = b'
\]

\[
\text{Query}(q_i^0, q_i^1) \\
\text{if } \mathcal{L}^{\text{Query}}(q_i^0) \neq \mathcal{L}^{\text{Query}}(q_i^1) \\
\text{Abort game} \\
(R, \sigma, \tau; EDB) \xleftarrow{\$} \text{Query}(K_\Sigma, \sigma, q_i^b; EDB) \\
\text{return } \tau
\]

The sequence \((DB, q_1, \ldots, q_n)\) is called an \textit{history}.
Leakage-Abuse Attacks

- Introduced as *inference attack* in [IKK12]: use co-occurrence information against an encrypted DB.
- Improved in [CGPR15]: combine co-occurrence with the volume leakage.
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- Introduced as *inference attack* in [IKK12]: use co-occurrence information against an encrypted DB.
- Improved in [CGPR15]: combine co-occurrence with the volume leakage.
- Exploit the scheme’s leakage to attack the DB or the queries.
Leakage-Abuse Attacks

These attacks have many variants:

- Against DB supporting range queries [KKNO16, GLMP19]
- Against DB supporting $k$-nearest-neighbor [KPT19]
- Against dynamic DB: file injection attacks [ZKP16]
Leakage-Abuse Attacks

These attacks have assume the adversary has some auxiliary information:

- [IKK12]: distribution of the co-occurrence database
- [CGPR15]: co-occurrence + keyword distribution
- [KKNO16]: queries are uniformly distributed
- [ZKP16]: knowledge of the adversarially inserted documents

Also, you almost always achieve 100% reconstruction of the database/queries.
Leakage-Abuse Attacks

Why do they work?

The security definition should cover these attacks...

The model guarantees that two executions of a SE scheme cannot be distinguished; LAAs retrieve the database or the queries.
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Why do they work?
The security definition should cover these attacks...

The model guarantees that two executions of a SE scheme cannot be distinguished; LAAs retrieve the database or the queries.

Claim
In these attacks, the observed leakage is conditioned to some additional knowledge by the adversary. The combination of both can uniquely identify a history.
Singular histories

An history $H$ such that there is no other history $H' \neq H$ with $\mathcal{L}(H) = \mathcal{L}(H')$ is called singular [CGKO06]. For singular histories, the ind-based security definition becomes void.

Note that the existence of a second history with the same trace is a necessary assumption, otherwise the trace would immediately leak all information about the history.
Singular histories: examples

- In [IKK12, CGPR15], the adversary 'chooses' the database. It is impossible to find two lists of queries with the same leakage with this database.
- In [KKNO16], the adversary knows that the queries are uniformly distributed. It is impossible to find two databases with the same volume leakage.
Singular histories: examples

- In [IKK12, CGPR15], the adversary ‘chooses’ the database. It is impossible to find two lists of queries with the same leakage with this database.
- In [KKNO16], the adversary knows that the queries are uniformly distributed. It is impossible to find two databases with the same volume leakage.

Claim

The security definition protect that database and all the queries as a whole, not in isolation.
LAAs against other security definitions

LAAs are not restricted to SE: leakage applies to other types of encryption:

- CPA/CCA encryption ‘leaks’ the size of the message. The length of messages is a very useful information when attacking encrypted traffic [SSV12] \(\Rightarrow\) TFC.

- Functional encryption ‘leaks’ the result of the function evaluation. (Non-adaptive) SE security can be seen as a restriction of (non-adaptive) functional encryption security.
Consider the following example: define an encryption scheme on a message space $\mathcal{M}$ such that
\[ \forall m \neq m' \in \mathcal{M}, |m| \neq |m'|. \]
The encryption/decryption algorithm is the identity function: $\text{Enc}(m) = m$.

Strictly speaking, this scheme is CPA secure:
\[ \forall m, m' \in \mathcal{M} \text{ s.t. } |m| = |m'|, \text{Enc}(m) = \text{Enc}(m'). \]
Consider the following example: define an encryption scheme on a message space $\mathcal{M}$ such that
$\forall m \neq m' \in \mathcal{M}, |m| \neq |m'|$. The encryption/decryption algorithm is the identity function: $\text{Enc}(m) = m$.

Strictly speaking, this scheme is CPA secure:
$\forall m, m' \in \mathcal{M}$ s.t. $|m| = |m'|$, $\text{Enc}(m) = \text{Enc}(m')$.

Claim
In other security definitions, there are constraints that prevent the definition to turn out void.
We need a formalization of auxiliary information available to the adversary: an history *conforms* to some constraints (*i.e.* is compatible with prior adversarial knowledge).
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**Definition (Constraint)**

A *constraint* $C$ is a predicate over the set of all possible histories. A history $H$ is said to *satisfy* the constraint $C$ if and only if $C(H) = \text{true}$. It is valid if $\exists H \neq H', C(H) = C(H') = \text{true}$. 
Resilience

For a given constraint (representing adversarial knowledge), the leakage of a scheme should not uniquely identify the history.

**Definition (Resilience)**

A leakage function $\mathcal{L}$ is *resilient* to the constraint $\mathcal{C}$ iff for every history $H$ satisfying $\mathcal{C}$, there exists a distinct history $H' \neq H$ satisfying $\mathcal{C}$ such that $\mathcal{L}(H') = \mathcal{L}(H)$.

If $\mathcal{C}$ is a set of constraints, $\mathcal{L}$ is said to be *resilient* to $\mathcal{C}$ iff it is resilient to all $\mathcal{C} \in \mathcal{C}$.

This already precludes most of the leakage-abuse attacks discussed previously.
Examples of Constraints: knowledge of the DB

How to capture the prior knowledge of the database?

\[ C^{\tilde{DB}}(H) = C^{\tilde{DB}}(DB, q_1, \ldots) = \text{true} \iff DB = \tilde{DB} \]

\[ \mathcal{C}^{DB} = \{ C^{DB}, DB \in DB \} \]

From [CGPR15], $L1$ is not resilient to $C^{\tilde{DB}}$ for any $\tilde{DB}$. 
Examples of Constraints: known document subset

\[ C^{D_1, \ldots, D_\ell}(H) = \text{true} \iff D_1, \ldots, D_\ell \in \text{DB} \]

[CGPR15]: L3 (keyword occurrences) is not resilient to \( C^{D_1, \ldots, D_\ell} \).
Examples of Constraints: file injections

The constraint $C$ associated to an adversary who injects the documents $D_1, \ldots, D_\ell$ at queries $i_1, \ldots, i_\ell$ is true iff

$\forall 1 \leq j \leq \ell, q_{ij}$ is an update query inserting $D_j$.

[ZKP16]: the search pattern leakage is not resilient to leakage injection constraints.
Stronger forms of resilience

The resilience definition gives us a very weak form of security: the choice between two histories.

**Definition (α-resilience)**

A leakage function $\mathcal{L}$ is $\alpha$-resilient to the constraint $C$ iff for every history $H$ satisfying $C$, there exist $\alpha$ pairwise distinct histories $(H_i)_{i \leq \alpha}$ satisfying $C$ such that $\forall i, \mathcal{L}(H_i) = \mathcal{L}(H)$.

If $\mathcal{C}$ is a set of constraints, $\mathcal{L}$ is said to be $\alpha$-resilient to $\mathcal{C}$ iff it is $\alpha$-resilient to all $C \in \mathcal{C}$. 
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Stronger forms of resilience

\( \alpha \)-resilience is still not enough: all the \( \alpha \) histories can be identical on most of the queries – the notion does not cover partial reconstruction.

**Definition (\( \alpha \)-resilience per query)**

A leakage function \( \mathcal{L} \) is \( \alpha \)-resilient per query to the constraint \( C \) iff for every history \( H = (DB, q_1, \ldots, q_n) \) satisfying \( C \), and every \( i \in [1, n] \), there exist \( \alpha \) pairwise distinct histories \( (H_j)_{j \leq \alpha} \) differing from \( H \) only at the \( i \)-th query, satisfying \( C \), and such that \( \forall j, \mathcal{L}(H_j) = \mathcal{L}(H) \).
Achieving resilience

We need tools to show the resilience of a leakage function with respect to some constraints. Suppose the leakage $\mathcal{L}$ is s.t. $\mathcal{L}(q) = f(DB, q)$ (e.g. volume leakage). Then, if $H, H||q$ and $H||q'$ satisfy $C$, and $f(DB, q) = f(DB, q')$, then, $H||q$ and $H||q'$ are two histories with the same leakage satisfying $C$.

We can constructively and iteratively construct many histories satisfying the constraint, with the same leakage, and thus prove resilience.
Achieving resilience

We can regroup keywords according to the value of $f(DB, \cdot)$

$$\Gamma_{\mathcal{L}}(H) = \left\{ \{q \in Q : f(DB, q) = \ell\} : \ell \in \text{Im}(f) \right\} = \{ G_1, \ldots, G_m \}$$
Achieving resilience

We can regroup keywords according to the value of $f(DB, \cdot)$

$$\Gamma_{\mathcal{L}}(H) = \{\{q \in Q : f(DB, q) = \ell\} : \ell \in \text{Im}(f)\} = \{G_1, \ldots, G_m\}$$

Claim

$\mathcal{L}$ is $\alpha$-query-resilient with $\alpha = \min |G_i|$
Achieving resilience for length leakage

- \( f(DB, w) = |DB(w)| \)
- With padding, \( f(DB, w) = |DB(w)| + p(w) \)
- Construct \( p \) such that it forms large clusters:

\[
\forall w, \left\{ w' \text{ s.t. } |DB(w)| + p(w) = |DB(w')| + p(w') \right\} \geq \alpha
\]

- We also want to minimize the cost \( \sum_w p(w) \)
- This is an optimization problem, that can be solved in $O(\alpha K)$ time and $O(K)$ memory.
- This approach can be applied to hide the communication volume on a secure channel at an optimal cost.
- It can be adapted to dynamic databases, with distributional knowledge from the adversary.
Achieving resilience for length leakage – variant

What happens when the query distribution is not uniform? Then, $\alpha$-resilience as defined previously is not sufficient: for a given leakage, one query might be much more likely than the $\alpha - 1$ others. The min-entropy of the query distribution must be lower bounded by $\log_2 \alpha$. 
Achieving resilience for length leakage – variant

What happens when the query distribution is not uniform? Then, $\alpha$-resilience as defined previously is not sufficient: for a given leakage, one query might be much more likely than the $\alpha - 1$ others. The min-entropy of the query distribution must be lower bounded by $\log_2 \alpha$.

**Claim**

The resilience notion can be transformed to support distributional knowledge (i.e. distributional constrains).
In the case of length leakage, is it possible to find an optimal padding according to a query distribution? Is it possible to use different cost functions (others than the total storage cost) and find an optimal padding according to this cost function?
Achieving resilience for length leakage – variant

In the case of length leakage, is it possible to find an optimal padding according to a query distribution? Is it possible to use different cost functions (other than the total storage cost) and find an optimal padding according to this cost function?

Claim

Trying to find optimum padding in the general case is NP-complete. If $P \neq NP$, it is not in APX.
Conclusion

- LAAs are super important for the field when assessing the actual security of schemes.

- For a given leakage the actual security depends a lot on the adversary's prior knowledge.

- We can construction definitions that take this fact into account.

- For some cases, we can improve the practical security of schemes at a reduced cost.

- In general the security guarantees are weak or hard to achieve.
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Conclusion

- LAAs are super important for the field when assessing the actual security of schemes.
- For a given leakage the actual security depends a lot on the adversary’s prior knowledge.
- We can construction definitions that take this fact into account.
- For some cases, we can improve the practical security of schemes at a reduced cost.
- In general the security guarantees are weak or hard to achieve.
Questions?
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